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Summary  
This deliverable describes the process of user centric privacy control, the privacy control approaches 

that are applicable in the various phases of the process, and different architectural approaches to 

realize it. The compliance to the previously defined privacy control requirements of the privacy 

control approaches is assessed, as well as their usefulness for well-being and well-working 

applications. Finally, the way these approaches could be made context-aware is discussed resulting 

in a final assessment of the most appropriate privacy control tools for well-being and well-working 

applications.  
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1 Introduction  
The well-being and well-working applications envisioned in SWELL involve sharing of personal 

information between users and services. For instance, activity monitoring data of a user recovering 

from medical treatment may need to be shared with a health professional, or location information 

needs to be shared between an employee and his employer during working hours. Such sharing of 

personal information on the Web has several user related, technical or legislatory shortcomings: 

¶ Users are unaware of the possilibities and privacy threats associated to sharing information. 

¶ Users often don’t have any control over what information to share with whom.  

¶ Access control to personal information lacks sophistication since it is a side issue for most 

applications. 

¶ Users need to use many diverse and bespoke policy management tools with diversified user 

experience. 

¶ Policies expressed in diverse and possibly incompatible policy languages cannot be reused 

for distributed resources. 

¶ Poor support for claim-based policies does not allow users to express their sharing settings 

in a flexible way. 

¶ Lack of central management of access relationships between services hosting and accessing 

personal data. 

Due to a rapid invasion of a variety of internet connected context sources and an explosion of 

services allowing individuals to exchange personal information and content that they have created, 

users increasingly have difficulty managing their privacy online. The goal of a flexible, user-centric 

privacy control infrastructure must be to allow the user to intuitively determine what information, 

given a certain context, will be revealed to which parties and for what purposes, how these parties 

will handle the information, and to provide insight into what the consequences of sharing this 

information will be.  

User actions that emerge out of an increased privacy control involve preventing privacy violations 

through limiting and/or avoiding release of private data to organizations or other users, and 

questioning and/or negotiating with service providers about their intentions regarding the 

management and use of the data before releasing it to organizations. These actions are win-win to 

users and business as empirical research results show that adoption of user intervention tools such 

as P3P-based agents, encryption, cookie cutters, pseudonymizers, and anonymizers increase user 

trust in e-business [1]. 

1.1 Approach  
This deliverable describes approaches for context aware adaptive privacy control. These approaches 

are based on a privacy control process which is based on a cycle of planning, doing, checking and 

adjusting privacy settings. Within each of these phases the user could be offered different options to 

control his or her privacy settings. Where applicable the appropriate technologies available to 
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implement such an option are given. Different solutions have different requirements or assumptions 

with respect to the architecture. Chapter 4 will contain a discussion on the choice between 

centralized and distributed approaches. Chapter 5 will discuss the relationship between the 

described approaches and the requirements for context aware adaptive privacy control as described 

in an earlier project deliverable. Furthermore, this chapter will also focus on applications for well-

being and well-working [2] and on the manner in which the described approaches can be made 

context aware given a certain architectural approach. Finally, in chapter 6 conclusions will be drawn. 
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2 Privacy control process  
Privacy control cannot be static, it should be considered as a process of continuous adaption and 

conformation of preferences to the situational context and social practices. Key elements in this 

dynamic process are the ability for the user to have insight in all given permissions, the impact these 

permissions have on personal privacy preferences, to have control over these preferences and get 

feedback about the outcome of these preferences given the situational context. These elements are 

fundamental to successful communication and collaboration amongst users as well as to maintaining 

privacy. Altman conceptualizes privacy as a boundary regulation process where people optimize 

their accessibility along a spectrum of “openness” and “closedness” depending on context [3]. 

Privacy is not monotonic, that is, more privacy is not necessarily better.  

The privacy control process typically incorporates a Plan-Do-Check-Act (PDCA) cycle in which privacy 

control is planned, configured, verified and reconfigured. There is similarity to the single loop 

learning theory of Chris Argyris [4], that also includes a second, double loop in which the 

assumptions to privacy in general (i.e. mindset) and subsequently to its level of control by the user 

are reconsidered (see Figure 1). 

 

Figure 1. Single and double loop learning cycles 1.  

SWELL’s privacy control process is based on this model and is depicted in Figure 2. The following 

section will explain the model in more detail. 

                                                           
1
 source: http://www.reply-mc.com/2009/10/26/what-about-chris-argyris/ 
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Figure 2: SWELLôs privacy control process.  

2.1 Mindset  
The mindset or attitude of a user towards privacy issues can be classified as a person being a privacy 

unconcerned, pragmatist or fundamentalist [27]. Although this classification shouldn’t be used as a 

predictor for disclosing context information [5], it is clear that different users will have a different 

mindset towards sharing privacy sensitive information. 

2.2 Policy  
The mindset of a user will largely influence the policies this user will define with respect to sharing 

personal and context information. For instance, a privacy fundamentalist might disclose his location 

information to his superior during working hours, but not to all his colleagues while an unconcerned 

colleague might share his location information with all his colleagues and his friends all the time. 

Different mindsets will thus result in different policies, particularly in terms of granularity. 

The decision to share personal information will not only depend on the attitude of a user towards 

privacy but also on the actual context, i.e. privacy preferences may vary with e.g. place and social 

context [6]. For example, even a privacy fundamentalist is probably willing to share his medical 

records with nearby physicians in case of an heart attack and a privacy unconcerned person might lie 

to his or her employer about location information when going to a job interview. Policies will thus 

need to be context aware. In order to be able to define policies, the user might have one or more 

tools available, for instance the possibility to lie [see section 3.1.3], hide in the crowd [see section 

3.1.6] or modify the quality of context [see section 3.1.1]. To facilitate the definition of policies 

people and service providers could be grouped [see section 3.2.4], if necessary even within a 

hierarchy [see section 3.2.2]. Further, users can act to protect their privacy by utilizing 

anonymization technologies [see section 3.1.7] to prevent websites from collecting their identities 

by hiding or blocking identifying information such as cookies and IP-addresses. 

Policy Control

Awareness

Mindset

Consent requestContext

P
single

P
double
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2.3 Control  
Since it is almost impossible for the user to predict her needs under hypothetical circumstances, it 

should be possible to set privacy preferences during a certain activity in a certain context on the fly, 

thus automatically and incrementally creating the privacy policies. The consent mechanism fulfills 

this need. Besides preconfiguring privacy policies and reacting to consent requests the user may also 

have other tools to control privacy, for instance for grouping attributes (see sction 3.2.4) or for 

switching off all sharing of any personal information at once (a.ka. the kill switch [see section 3.2.6]). 

Privacy control is something of a balancing act, a resolution of tensions not just between people but 

also between their internal conflicting requirements [7]. Excessive configuration to create and 

maintain privacy should be prevented. Configured privacy control often breaks down because the 

act of configuring preferences is desituated from the contexts in which those preferences apply. 

2.4 Awareness 
A lot of applications nowadays don’t provide much more than the option to give and withdraw 

consent (which is often a legal obligation) resulting in little user awareness on how service providers 

or other users access the user’s context or other personal information. Without such awareness, the 

control that the user has remains limited. 

There are several options to increase the awareness, for instance by providing feedback. Feedback is 

viewed as an essential element of ubiquitous computing systems for helping people manage their 

privacy. Feedback is an important contributing factor towards improving user comfort levels and 

allaying privacy concerns [8]:  

¶ Providing feedback to users about when and by whom they have been queried tends to 

make them more comfortable about sharing personal information.  

¶ Feedback is a desired feature in such a system and makes users more willing to share their 

personal information. 

¶ Users are able to use time-based rules to control access to their personal information, and 

they feel that these rules accurately represent their privacy preferences. 

¶ In addition to time-based rules, users also indicated that they are likely to use location-based 

and group-based rules. 

¶ Users who have feedback are more likely to set rules that make themselves findable for a 

greater number of hours. 

Care, however, has to be taken  

¶ Feedback should be provided at a time when control is most likely to be required and 

effective. Feedback should be noticeable.  

¶ Feedback should not distract or annoy. It should also be selective and relevant and should 

not overload the recipient with information. 

¶ Feedback should not involve information which compromises the privacy of others.  
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Lederer [9] argues that feedback and control are important aspects to give the user the opportunity 

to get insight in the privacy implications and to allow her to take action when needed. Feedback and 

control must incorporate meaningful representations of information captured and meaningful 

actions to control it, not just raw data and unfamiliar actions. They should be sensitive to the context 

of data capture and also to the contexts in which information is presented and control exercised 

[10]. 

2.5 Single and Double Loop Learning  
The increased awareness might result in an update of a policy. For example, the user could be 

informed or noticed about the undesired consumption of personal information by service providers 

or other users. Or, the user could be informed that their data potentially has been mishandled in 

some way. For instance, if the employee’s location is polled every few minutes by her boss, she 

might want to be informed about this. Or, if the user has given several colleagues access to her 

Outlook Calendar, she might be suggested by the system to give all colleagues access to this 

information  by placing them all on a white list. Such a modification of privacy preferences can be 

considered as ad-hoc modifications to the privacy policies and are thus part of the single loop 

learning cycle. Likewise, after the user has given several colleagues access to her Outlook Calendar 

the policy may also be updated automatically. Automatic updating of policies could drastically 

reduce the intrusiveness of privacy control. 

Facebook applies this mechanism when a user decides to hide a request from specific users or 

applications to suggest blocking the application or ignoring requests from this user completely (see 

Figure 3). 

 

Figure 3. Facebook example of a suggestion for updating policies . 

As part of the second loop, awareness could also result in a modification of the mindset of the user. 

For example, an overview of consents may show a privacy fundamentalist that he or she is actually 

not so fundamentally against sharing of context information with his employer during business hours 

resulting in a more fundamental modification of privacy policies. Additionally, an automated system 

may provide feedback regarding the user’s privacy attitude. This may be the case when the user 

needs to be notified too often concerning her privacy settings. Instead of a continuous stream of 

notifications, the user can be made aware of his or her (changed) privacy attitude and be suggested 

to reconsider all of her privacy settings. As with any automatic feedback sytem, too much feedback 

may be observed as too intrusive by the user. The aim should be to provide feedback without 

crossing the line into intrusiveness. 
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3 Approaches to privacy contro l  
During each of the phases in the privacy control process as described in the previous chapter 

different tools could be made available to the user to enhance this phase. These different 

approaches to privacy control can be found both in literature and in the current practice of social 

networking sites like Facebook, Google+, Twitter and others. This chapter will describe these 

approaches and, where appropriate and available, technologies or open standards relevant to the 

implementation of an approach will be included. 

3.1 Policies  

3.1.1 Quality of Context  

A form of obfuscation of context information is to alter its quality [11]. The assumption here is that 

context information of higher quality is more privacy sensitive. From a privacy viewpoint, a user 

might want to restrict certain requesters from accessing more precise information. Consider a user 

who is subscribed to a location-aware weather service that provides the weather according to the 

city in which she is currently present. Her location is collected from her GPS device at the precision 

level of several meters, but she wants to 'obfuscate' the precision to reveal only the name of the city 

to the weather service. 

Google Latitude allows the user to adjust the quality of the location information from e.g. GPS 

accuracy to city level accuracy (see Figure 4).  

 

Figure 4. Google Latitude example of Quality of Context .  

 

3.1.2 Symmetry  

An important approach to maintain privacy in context-aware environments is the principle of 

minimal asymmetry, which in short states that the ability to obtain information should be coupled 
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with the sharing of information between the data owner and consumer [12]. For example, if a user is 

not willing to share her location, she cannot expect others to share their location with her.  

Balancing the amount of information flowing between peers is important to maintain the (trust) 

balance in any relationship. This is particularly the case for social relationships. Social systems often 

approach the symmetry principle by allowing the user to see the status of the other users she is 

connected with. For instance LinkedIn allows the user to see who has visited her LinkedIn page when 

the user has indicated it’s okay to show he or she has visited someone’s page (see Figure 5).  

  

Figure 5. LinkedIn example of symmetry . 

Also Google Latitude offers functionality to share back location information with friends (see Figure 

6). 

 

Figure 6. Google Latitude example of symmetry . 

Another example of a privacy symmetry measure can be seen on Facebook [13]. In this example 

symmetry is not requested by the platform or applied automatically, but - literally - requested by the 

user as shown in Figure 7. 
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Figure 7. Facebook user requested example  of symmetry 2.  

 

3.1.3 Lying about yourself  

Adapting data is a method for controlling what information is sent out by the user. A user can for 

example decide to lie (i.e. when in Utrecht, set location to Amsterdam instead), or adapt the data 

after it is recorded and checked (i.e. the system logged that the user was in Utrecht today, the user 

changes it to Amsterdam manually). This method reduces the traceability of the user’s actions. 

Another method for lying is by adding fake data to obfuscate the actual information. 

Belle and Waldvogel [14] present an approach named consistent deniable lying that adds fake 

interests to social network profiles. Consistent lying is hard and fake interests cannot be randomly 

chosen as user interests are generally clustered. Therefore, inserted fake interests must model the 

clustering relationships from realistic interests. This way, the actual interests of the user can not be 

determined using clustering techniques as it would be when adding random data. Viewers of the 

profile will not know which data is true and which is fake, protecting the user’s privacy. Additionally, 

the user can plausibly declare that some of the information is false. 

3.1.4 Ask, but donõt tell 

Many web services and applications ask the user for specific information and share this information 

by default, for example concerning location or online presence. It is often possible for users to 

(temporarily) switch off parts of this information and not share it with others. Hiding this 

information usually requires an explicit process or action from the user. For example if a user is using 

a chat application and does not want his or her presence to be known ot others, the user can modify 

                                                           
2
 English translation (Translated by Bing): “Because FB privacy settings, I would like to ask you to do the 

following: go with your mouse over my name above and wait until a box appears. Go to ‘Subscribed’ and then 
untick ‘ responses and find-I-fun ‘ way. That way my responses to posts of friends not with strangers ‘ public ‘ 
created. If you send this message, I do the same for you. Thank you so much!! 
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his or her status in the programm from ‘online’  to ‘offline’. The user needs to take the reverse 

action to make their presence known again.  

In location-based services users are generally offered different types of controls to (not) share their 

location. Users can change the default setting of automatically sharing location to being ‘invisible’ 

[15]. Facebook allows users to remove location from each status update (by clicking on the cross 

next to location as displayed in Figure 8). It is also possible for users to enter their location 

themselves, which makes it possible for users to lie about their location.  

 

Figure 8. Facebook example of 'not showing' context information . 

Some location based services additionaly offer time-based controls which allows users to specify a 

particular timeframe for which information (in this case location) will not be shared. The Locaccino 

service for example allows users to define specific groups of friends (such as co-workers) and only 

allow sharing during working hours (see Figure 9). In Facebook location data is shared automatically, 

and if a users doesn’t want to share her location for two hours or two days, she has to remember to 

switch off this information with every post that is made. 

 

Figure 9. Locaccino example of (not) sharing context information . 

 

3.1.5 K-anonymisation  

In essence, the concept of k-anonymity relies on a simple protection mechanism: obfuscation. It 

provides the required privacy with a single parameter k. The value of k determines the privacy 

protection in place: the larger the k is, the higher the privacy protection is. The k-anonymity scheme 

for location privacy has become popular, mainly due to its simplicity.  
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K-anonimisation is very applicable in location-aware environments. According to the k-anonymity 

metric, a user's level of location privacy directly depends on the number of other users in the same 

region that expose their location to the consuming service, while identity-wise they are 

indistinguishable from each other. This is illustrated in Figure 10. Location privacy based on k-

anonymity addresses this threat by cloaking the person’s location such that there are at least k – 1 

other people within the cloaked area and by revealing only the cloaked area to a location-based 

service. The cloaked area could also be made time dependent resulting in a spatial-temporal 

cloaking.  

 

Figure 10 . Schematic of k -anonymisation for location information . 

Centralised and decentralised models for location k-anonimity have been proposed. In the former 

model a central server takes care of the obfuscation; in the latter model the cloaking region is 

computed by the users themselves in a distributed manner (i.e., they collectively play the role of the 

central server). 

3.1.6 Hiding in the crowd  

Another method for obfuscation of data is by hiding it in the crowd. This is a method based on k-

anonimity (see section 3.1.5). By adding more or less random data (noise) to the signal it becomes 

more difficult to track down the original data. It can be seen as artificially creating other persons in 

the user’s region such that the conditions for k-anonimity are met automatically.  

The principle of hiding in the crowd has been implemented by e.g. SwarmStream [16]. This 

application generates random download data such that the user-desired content can not be 

determined in P2P networks. Similarly, Tor [17] hides you among the other users of a network. This 

technique has been applied to static data as well as streams of data [18]. 

3.1.7 Anonimysation and pseudonymisation  

Pseudonymity is the ability to prove a consistent identity without revealing one's actual name, 

instead using an alias or pseudonym. Pseudonymity combines many of the advantages of both a 

known identity and an unknown or anonymous one.  

Pseudonyms are unique enough so that the communicating party can be distinguished from other 

parties but does not contain enough information for getting to the real person. A person can have 

several pseudonyms, establishing a different virtual person for different services. Persistency means 
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that one pseudonym is typically used multiple times. On this basis, one party can remember the 

other party (and e.g. personalize its service). Login names at free Internet storage providers are 

examples of pseudonyms.  

Anonymity is often used as an underlying building block when implementing pseudonymity. In case 

of anonymity, no persistent name is used. It conceals the relationship between a particular user and 

the data about him. User model entries can no longer be assigned to a particular user, thus ensuring 

that they will remain secret. As a consequence, an anonymous communicating party cannot be 

remembered. It is also known as unlinkable anonymity. The use of pseudonyms allows tracking back 

of data to its origins, which distinguishes pseudonymisation from anonymisation, where all person-

related data that could allow backtracking has been purged. Pseudonymisation is an issue in, for 

example, patient-related data that has to be passed on securely between clinical centers.  

While anonymity and pseudonymity are well-known approaches for privacy protection, their use in 

context aware services is complicated by the fact that the set of context data to be considered often 

provides sufficient information to infer the identity of the user. A famous example is the AOL search 

data scandal [19]. This example illustrates that there is no way to universally protect 

pseudomymised/anonymised data whilst allowing general analysis of it. Obfuscation techniques to 

preserve the anonymity or pseudonymity of the user (see e.g. k-anonymity section) come at the cost 

of data becoming too general to provide the service at an acceptable quality level. 

Protecting statistically useful pseudonymised data from re-identification requires a sound 

information security base and control of the risk that data processors cause a privacy breach. 

Cryptographic techniques for anonymisation and pseudonymisation such as U-Prove and Idemix are 

relatively privacy secure but come at the cost of complexity. The use of such encryption technologies 

for privacy preservation has been extensively studied and demonstrated in the EU PrimeLife project 

[20]. 

3.2 Control  

3.2.1 Consent 

As already discussed in the previous deliverable [2] consent is often required by legislation and is 

part of many fair information practices. By asking users for consent before sharing or accessing 

personally identifying information (PII) the user has great control over his privacy. In practice, 

however, most consents are based on ‘take-it-or-leave-it’ and thus leave little choice and thus 

control to the user with respect to his or her privacy. Several extensions to the ‘simple’ user consent 

questions can be defined. 

The first extension [21] is to include the option for the user to choose which attributes are shared 

with the service provider. By making it clear to the user which attributes are required for the service 

to function and which attributes are needed to provide more functionality the user can make an 

informed decision on which attributes to share or to keep hidden from the service provider. 

The second extension is to include a time period for which the consent question will not be 

repeated. Time-based consent has the advantage of being less intrusive to the user, but will require 

an overview of these consents and an option for the user to recall this consent. 
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Technically, OAuth is the obvious candidate for implementing consent requests [22]. OAuth is an 

open standard for authorization. It allows users to share their private resources (e.g. photos, videos, 

contact lists) stored on one site with another site without having to hand out their credentials, 

typically supplying username and password tokens instead. 

3.2.2 Privacy control layers  

When more control options become available it is possible to divide these options into layers, where 

three layers are most common. Every layer contains more detailed settings. For controlling privacy 

settings the top level is roughly suitable for users who are unconcerned about their privacy, while 

the privacy fundamentalists can use the lowest level to configure their settings (almost) on policy 

level. 

Although using multiple control layers is quite common for (configuring) software applications, it is 

not seen in any popular application for privacy control settings. Figure 11 shows an example of using 

multiple levels from Microsoft Internet Explorer. The user can modify how the browsers handles 

cookies using a high-level setting (Allow all cookies, Low, Medium, Medium High, High, Block all 

cookies). More advanced users can override the automatic settings and specify the rules for specific 

types of cookies. It is also possible to manually allow or block cookies from certain websites. 

 

 

 

 

Figure 11: Internet Explorer example for layered controls. 

3.2.3 Fine grained control  

Research demonstrates that users have nuanced privacy preferences and that providing them with 

the ability to control personal information sharing based on more fine-grained and expressive 

privacy controls offers substantial benefit over simpler privacy controls. There clearly is a need for 

greater expressiveness in privacy mechanisms, which control the conditions under which private 

information is shared on the Web [23]. Any increase in allowed expressiveness for privacy 

mechanisms leads to a strict improvement in their efficiency (i.e., the ability of individuals to share 

information without violating their privacy constraints), but comes at the cost of user-friendliness, as 

most privacy preferences will become relatively complex. 
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3.2.4 Grouping attributes, peopl e, and service providers  

The clustering of several personal data attributes for which the same privacy policy will hold is a 

common way for current online services to organize consent of users. Facebook for example asks 

users if they want to use a particular app or game to give consent for several attributes 

simultaneously, such as general profile information including name, picture or network of friends), 

more detailed profile information as well as sharing game or app activity with other Facebook users 

(see Figure 12). Clustering of attributes offers users a clear overview of which attributes will be 

shared and it provides a fast and easy way to give consent. However, in many current services users 

lack the possibility to cluster attributes themselves, or to alter the predefined clustering.  

 

Figure 12 . Facebook example of grouping of attributes . 

Another way of clustering in privacy settings is to cluster people that have access to a particular 

attribute or several attributes. Several social network sites have introduced privacy settings that 

allows users to classify their friends into different groups, such as co-workers, friends, family. This 

can be groups that are defined by the service provider or by users themselves. When users post a 

particular message, they can choose with which groups the information will be shared. In the EU 

project PrimeLife the social network Clique [24] was developed which was based on this idea of 

clustering. Clustering makes the audience for users who see their information more transparent and 

it allows users to keep different parts of their identity separate (for example professional and 

personal life). This type of clustering thus allows for audience segregation [25]. Currently several 

social network sites such as Google+ (which named their groups ‘Circles’, see Figure 13), Facebook 

(at which you can define different Lists of friends) have incorporated this clustering into their privacy 

settings. 

 

Figure 13 . Google+ example of grouping people . 

Diaspora [26], a social network which is still in (early) development, will also allow the definition of 

different aspects (i.e. different faces you show to the world) in which users can be grouped. Diaspora 

is the only social network which promises to keep data limited to the original group of users. 

Besides, with Diaspora it will be possible to create your own node within a network of nodes for your 

own contacts. Data will stay within a node, leaving the user in full control of its data. 
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The third way in which privacy settings may be clustered is by arranging service providers in groups 

that may receive certain data. For example, medical service providers may gain access to certain 

health-related information, or financial service providers to personal financial data. This is in many 

ways similar to clustering users as described in the previous example, only this time the service 

providers are grouped instead of individuals, based on service provider specific characteristics. A 

potential issue with this approach is the question who is determining in what cluster a service 

provider fits in, and how to cluster service providers. For exampe, while proving health-related 

information to health service providers seems logical, this is by no means desirable from a privacy 

point of view if health insurance companies are grouped under the “health service providers”. There 

are currently no (popular) examples of this grouping approach. 

3.2.5 Removing Policies  

Another privacy control approach is to remove existing policies. Policies can be rules that the system 

has learned regarding consents the user have given. For example, the user has allowed a person to 

see his or her Facebook profile by giving consent to become a friend. This creates a policy “allow 

person X to see Facebook profile”. When the policy is removed the consent is withdrawn. In the 

Facebook example this happens by unfriending the person. This person cannot see the pictures 

anymore, and consent has to be requested once again (i.e. they have to request to become a friend 

again). Overviews of policies make it easier to choose which policies to keep and which to remove. 

3.2.6 Overall switch off (kill switch)  

The overall switch off revokes all privacy settings at once and can thus be considered to be a batch 

version of the possibility to remove policies. Facebook has implemented a feature allowing a user to 

disable all sharing of information with all apps, games and websites (see Figure 14). As such it is not 

a complete kill switch as sharing of information with other users still continues. 

 

Figure 14. Facebook example of the ñkill switchò.  

3.3 Awareness 

3.3.1 Overview  

Awareness starts with having an overview that captures the kind of information that is being shared 

with consuming parties (other users or service providers) under what conditions. At the moment this 

sharing information is far too scattered. Typically consent is given once during installation of the 

application and forgotten. Having an overview of all consents given in the past for service providers 

to consume certain personal data attributes would be an ideal starting point for privacy control. The 

size and complexity of the overview will strongly depend on the user’s privacy attitude: 

unconcerned, pragmatic, or fundamentalist [27]. Overviews could include all given consents, which 
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information is available to specific others or when or how often a service retrieves specific context 

information and exactly which information is retrieved. The overview may lead to an increased user 

awareness concerning her privacy settings and prevention of inadvertent invasions of privacy. 

Technically, User Managed Access (UMA, see Appendix or [28]) could be used to generate overviews 

of OAuth consents. 

3.3.2 Privacy Mirror  

A privacy mirror is a method that aims to help the user become aware of what information is shared 

and with whom this information is shared. It is a method for checking whether your privacy controls 

are working the way you expect them to work. Facebook implements this feature by showing the 

user a preview of his or her profile as it is shown publicly or as it is shown  to (specific)  friends (see 

Figure 15). This way the user can check whether the information she wants to keep private is indeed 

hidden. This method could also be used to simulate different situations as a check whether the right 

information is shared in that specific situation. 

 

Figure 15 . Facebook example of privacy mirror .  

 

3.3.3 Privacy Quiz  

A privacy quiz aims to see if the user is aware of her privacy settings. It ensures that the user 

understands what happened to his or her data. The privacy quiz can be implemented by asking the 

user to answer a privacy-related question. Depending on the complexity of the privacy policies, 

these questions can be very simple (“Does your medic have access to your DirectLife data?”) or more 

advanced (“Does your boss know your GPS geo-location between 9:00 and 17:00 hours?”). 

Answering the questions should be optional. With many policies there are a lot of questions possible 

that can automatically be generated. This is particularly the case if context is taken into account in 

the policy rules. When a user answers several questions wrong, she is expected to update her 

privacy settings.  

 

Figure 16 . Example of a privacy quiz  (from [ 29]).  
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3.3.4 Notifications  

Notifications are part of many privacy regulations and fair information policies and play an important 

role in raising and maintaining awareness with the user with respect to his or her privacy. The user 

can be informed of personal data being accessed and used by a service provider in many different 

ways. For example, the user can be notified of each of the times a service provider accesses a certain 

piece of privacy information. In some cases, this will probably lead to the undesired situation in 

which the user is constantly being notified reducing the power of notifications in itself and increasing 

the user intrusiveness. The number of notifications can be reduced by only notifying a user only 

when a service provider is accessing information in an unusual frequency or after a fixed number of 

times. It could also be envisioned that a user is only notified when a service provider becomes active 

after being dormant for some time. The opposite is also possible: a user might be notified when a 

service provider has been granted access to personal information, but has not actually accessed this 

information for some time. 

Notifications could easily be extended with control elements like for example the possibility to 

revoke a consent (see section 3.2.5), lie about the requested information (see section 3.1.3) or 

activate the kill switch (see section 3.2.6). 

By putting more intelligence into these notifications, they could be considered critics helping the 

user controlling his or her privacy [30]. This might be useful, but has the risk of becoming like 

Microsoft’s Clippie, which was included to help users in early versions of Microsoft office, but was 

heavily criticized and considered annoying [31, 32]. 

Technically, there are many different ways to implement notifications. First of all, there are a lot of 

(open as well as proprietary) Instant Messaging protocols (e.g. Amazon Simple Notification Service, 

Microsoft Notification Protocol, Skype protocol, Android Cloud to Device Messaging, Apple Push 

Notification Service, MQ Telemetry Transport3), but of course notifications could also be made by 

email or text message (SMS). 

3.3.5 Making suggestions  

The information gathered from previous behaviour regarding sharing of information of the user and 

choices of the user made regarding consent can be used to suggest privacy settings and specific 

privacy rules for future situations. These suggestions could include a number of previously 

mentioned privacy controls, such as clustering, time-based consent, ask but don’t tell and others. For 

example, if a user has already permitted some of his co-workers access to particular attributes, such 

as his or her Calendar, a suggestion to the user could be made that all co-workers are allowed access 

to this particular attribute. Or if you agreed more than 10 times with the same question for consent, 

a suggestion could be made to automatically give consent for this type of question or attribute. With 

suggestions, the intrusiveness of the consent question can be reduced and the user-friendliness thus 

be increased. 

Currently no popular online services or apps provide such suggestions.  

                                                           
3
 Used by e.g. Facebook Messenger 
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3.4 Summary  
As described in this chapter many different privacy control tools could be made available to the user 

in different phases of the privacy control process. Obviously, it’s not desirable to include all options 

within one solution as this will reduce the effectiveness of the tools and increase the intrusiveness 

for the user. The following figure shows the different approaches within the privacy control process 

introduced in chapter 2. It also shows that awareness could result in a different human mindset as 

well as an automated update of privacy policies. 

 

 

Figure 17 . Privacy control process and corresponding privacy control approaches . 
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4 Architectures  
Different approaches and technologies require or assume different architectures. Roughly, these 

architectures can be considered to be centralized or decentralized.  

4.1 Centralized  
In a centralized architecture, personal data is gathered, stored and processed in a single point. In 

practice this “single point” is usually not a single server, or even located in a single location. Rather, 

the centralized handling of personal data implies that there is a single party that has full control over 

how the data is handled, and the personal data is stored and processed on computer systems that 

are under centralized control of this party. Most popular social network sites follow this approach. 

For example, Facebook and Google+ both have centralized architectures for handling personal data, 

even though they implement this archictecture using an underlying distributed “cloud-computing” 

model involving many servers handling data at many different locations. 

For the users that are sharing personal data, the underlying distributed architectures are transparent 

and services like Facebook and Google+ appear as a single, centralized service under control of a 

single party (see Figure 18). It is not possible to have a centralized architecture over these services. 

 

Figure 18 . Centralized architecture . 

There are some key advantages to using a centralized architecture such as this, most notable 

manageability and coherence. Managing the way in which personal data is handled is much easier if 

there is a single party responsible for it, and if the data is stored and processed under a single 

technological architecture, instead of multiple architectures managed by multiple parties. Also, 

centralized platforms have a large set of features (such as photo and video sharing, polls, etc.) that 

are difficult to implement in a distributed setting because it requires a large standardization effort. A 

centralized architecture allows for more coherence in the way personal data is handled, and how 

access control is managed. Also, there are several types of computations and activities that are 

possible on centralized architecture but that are hard or even impossible without an unified view of 

the data, such as fraud and spam detection, collaborative filtering, identification of trending topics, 

etc. [33]. 

There are also some issues with centralized architectures for the handling of personal data, 

however, which have supported the search for solutions in distributed handling of personal data. 

The major issue with centralized control over personal data is precisely that the party having 

Internet

Service 
provider

Users
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centralized control over the data is not the user but rather the service provider. Data ownership lies 

in practice with the service provider, if not in a legal sense then certainly in a technical sense.  

Another issue is that having large amounts of personal data stored in a centralized system makes the 

effect of a data breach potentially much higher, since more data would be lost in a single event. 

Finally, censorship is easier in centralized systems as opposed to distributed systems [34]. 

An entirely different, but also “centralized” approach to the handling of personal data is the Dutch 

Qiy service [35]. The Qiy service lets individuals use applications of third parties (such as a bank or a 

health service provider) that can be installed in the Qiy platform. However, the user has full control 

over what personal information is shared with what party. Even though the personal information is 

stored in a centralized architecture, control over this information remains fully with the person that 

the information relates to.  

4.2 Distributed  or Decentr alized  
In a decentralized architecture, context information or privacy policies are stored at several locations 

across the participating network. This has the advantage that there is not a single service provider 

that has access to all information. A decentralized architecture can be cheaper than centralized 

storage and bandwith is less of an issue when multiple sites are accessed at the same time 

compared to a single site. Furthermore, in case of an attack on one of the storage locations, only 

part of the stored information is exposed, while in a centralized architecture much more data is 

exposed. However, with decentralized storage it becomes more complex to access and combine the 

data that is needed, since each of these locations need separate authentication. 

Shakimov et al. [36] describe three schemes for decentralized online social networks. In each 

scheme, the user stores its own data on its own computer which is called the Virtual Individual 

Server (VIS). These VISs organize into peer-to-peer overlay networks. There is one overlay for each 

social group with which the user wants to share information.  In the first scheme, cloud-based 

decentralization (Figure 19 (a)), the VISs and data reside in the cloud. The second scheme describes 

desktop-based decentralization with socially-informed replication (Figure 19 (b)) in which the VISs 

and data reside on the desktop, with data replication. In the final scheme, a hybrid approach (Figure 

19 (c)), the VISs and data reside on a desktop and a standby virtual machine in the cloud when the 

primary VIS becomes unavailable. 

 

Figure 19 . Alternative approaches to decentralized OSNs. In all three, users store their 

own personal data in their own Virtual Individual Servers (VISs), which communicate in 

a peer - to -peer fashion. The approaches differ in where VISs and data reside, which 
present s privacy, cost, and availability tradeoffs.  
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Examples of services that exploit a decentralized model are the cloud service Symform [37] and the 

social network Safebook [38]. 

There are a few existing methods such as OpenID [39] and MyProfile [40] that deal with 

decentralized storages. Both are services that offer unified user accounts to deal with the often 

numerous user accounts people typically have. 

4.3 User centricity  
For several years now, there has been a push by many in the identity management industry to rally 

around the idea of user-centric identity. Why not give users complete control over information being 

shared between web sites? From a web service provider it should make sense. Why retain data if it 

could be provided easily by the user? It made a lot of sense. Thus user-centric identity was born. 

There was a lot of interest, but user-centricity has remained esoteric and hasn't really taken off... 

At the recent IIW 11 meeting, Dick Hardt led a discussion on the decline of user-centric identity [41]. 

The conclusion was predictable. Lack of big players with significant financial incentives, too many 

negative financial incentives, and finally launching with immature technology not able to meet 

security, functionality or usability requirements.  

Recent developments like OAuth forward the notion of a mere network-centric approach to identity 

and privacy control [42]. OAuth enables applications to have independent relationships with data 

providers by using tokens as proof they are working on a user's behalf. Such network-centricity 

allows users to form a web of relationships between service clients and service providers. In this 

approach, emphasis on private 'silos' are minimized and authorized shared access to authoritative 

information is emphasized. Because applications have easy access to authorized, quality data, the 

need to copy and retain information is reduced as network services are embraced and adoption is 

more likely. 
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5 Discussion  
The many different tools and approaches that were described earlier may all help in one way or 

another in increasing the level of awareness or control of users over their personal information. 

However, it is impossible to simply implement all of these tools and approaches, as this would result 

in inconsistencies, and may not be necessary to ensure adequate privacy protection to start with. 

Hence, we need to make a selection of the “best”, or preferred approaches for the well-being and 

well-working applications that are being considered in SWELL. 

Because there are many different approaches and a large number of requirements, we used a multi-

step approach to evaluating what approaches are to be preferred. The first step involves a mapping 

of the requirements described in deliverable D4.1 [2] to the approaches described in this document. 

The second step consists of a discussion which takes us back to what this means for well-being and 

well-working applications, and draws conclusions on what approaches are preferable for this 

domain. In the third step for each of the tools and approaches the manner in which this tool could 

be made context aware is discussed. In addition, because both centralized or decentralized 

architectures may be used, we discuss the most suitable approaches to improve privacy awareness 

and control for both of these architectures. In the last section of this chapter the results of these 

four steps are summarized. 

5.1 Relating the privacy approaches to the requirements  
As a first step, we need to relate the approaches that were described to the requirements of privacy 

control in context-aware services architectures as described in deliverable D4.1 [2]. Discussing how 

each and every of the approaches relates to each of the requirements is not feasible considering the 

large number of combinations (more than 200) that would need to be analysed and discussed. 

Therefore, as a starting point of the analysis, we mapped the privacy control tools and approaches to 

the privacy control requirements in a small project expert session, and discuss the most relevant 

results of this mapping below. This mapping is primarily based on the available cases/examples of 

each tool or approach, described earlier. We use the outcomes of this mapping as the basis for 

discussing what approaches are preferable when implementing well-being and –working 

applications, using either centralized or decentralized architectures. 

5.1.1 Overview of approaches versus requirements  

On the next page, the table that is the result of this mapping exercise is shown. In the table, the 

symbols in the cells indicate the relation between tool and requirement: 

¶ A “+” signifies an estimate that the tool can be used to fulfill the requirement. 

¶ A “-“ signifies that the tool is conflicting with the requirement. This does not automatically 

mean the tool can not be applied, but compensating measures may be required to improve 

a certain aspect. 

¶ A “o” signifies that – depending on the implementation and situation – the tool may both be 

used to fulfill the requirement as conflict with the requirement. 

¶ The empty cells indicates the tool would have no impact, or is not relevant for that 

requirement. 
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Total "+" 14 7 12 5 5 5 9 3 3 2 2 3 3 6 1   
 

Total "-" 0 6 3 7 0 0 0 1 1 0 0 0 0 0 0 

   

The tools in this list were selected as privacy control tools, so it should come as no surprise that all 

tools support the “Control” requirement to an extent. The more interesting question is how the user 

controls the handling of his or her personal data. As described earlier we use a privacy control 

process involving a number of different phases, including  the user’s policy with regards to the 
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handling of personal data, control over privacy preferences on-the-fly and awareness on how the 

user’s personal data is handled. In the requirements, this translates to control over the handling of 

personal data (including defining policies) and with a special case of Just-In-Time (JIT) control, in 

which the user is asked for consent at the time the personal data is processed or shared.  

Asking consent to the user before sharing or processing his personal data is key. This implies that the 

user has control, and can control the handling of his personal data so that it matches his personal 

preferences. Most approaches that give the user control also allow a certain level of personalized 

control. Good examples that also provide the user with Fine-Frained Control and fill-in a number of 

other requirements are: Quality of Context (obfuscation of context information), grouping of 

attributes, people, and service providers, or Privacy Control Layers (layers have a hierarchy where a 

layer lower in the hierarchy allows for the definition of more fine-grained settings). More direct 

forms of control can for example be implemented using the possibility to Remove Policies (or a Kill 

switch). Even though fine-grained control is considered to be user-unfriendly, privacy control layers 

can be used as a compensating measure for users who don’t want to use this fine-grainedness. The 

user-unfriendliness of the lowest layer will need to be compensated using one or more appropriate 

Overview tools. 

Providing the user with a good overview is essential. For instance, consent can only be meaningfully 

given when it is informed consent. User friendliness is an essential issue here, as some awareness 

approaches do not fit this requirement. This leaves approaches such as giving an Overview, or using 

a Privacy Mirror or Notifications. 

5.2 Preferred  approaches for well -being and -working applications  
The well-being and well-working applications aim at increasing physical (when sick or at risk) and 

mental well-being (when at risk or fine) of knowledge workers. This is done using detailed and (from 

a privacy point of view) highly sensitive data about these workers. In this section, we discuss how 

the different approaches relate to this domain. To this end, we divide the approaches into three 

categories: preferred approaches that have a good “fit” with this domain, approaches that may be 

useable under specific conditions, and approaches that are unsuitable for the domain.  

5.2.1 Preferred  

Several approaches are very suitable for this application domain.  

Quality of context is a very relevant tool, as information needs only to be as precise as required by 

an application, and no more. For example, if a person’s heart is being monitored using ECG 

(ElectroCardioGram), it may be not be necessary to transmit and process the detailed (and more 

revealing) ECG data. Instead, a derived current heart rate may be sufficient. 

Consent is legally and ethically a strong requirement and an essential precondition for the user to be 

in control. The way in which the user can give consent is important, however. For this, the use of 

other (more specific) privacy approaches is necessary. 

Grouping attributes, people and service providers is especially relevant for well-being and well-

working applications. Using (configurable) clusters of attributes, and service providers with which to 

share personal information, provides a level of control that may offer a suitable implementation of 

the “control” approach. A balance will have to be found, however, in the level of detail in which 
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grouping takes place. Also, grouping has to be done before the actual processing is done, putting 

some limits on its use. 

Privacy control layers are a way to allow users with different privacy attitudes to translate their 

personal privacy concerns in a convenient way. As users of well-being and well-working applications 

will have a diverse attitude and including context in privacy preferences may lead to complex, fine-

grained control requirements, privacy control layers will be needed.  

Overview is important for users to get an awareness on how their personal information is being 

processed. Moreover, for consent to be meaningful it needs to be informed consent, so the user 

must have an understanding of what information is shared with whom. 

Notifications may be used to maintain awareness of what is happening with the user’s personal 

information and is a suitable tool for use in well-being and well-working applications. It may also 

provide a way to give the user just-in-time control. Of course care must be taken not to “spam” the 

user with notifications that are not relevant. 

5.2.2 Conditional  

Some approaches are suitable only in specific situations or when specific conditions have been met. 

Symmetry is a principle which is mainly relevant in sharing information with one’s peers. So this may 

only be useful for some specific well-being and well-working applications, even though it is largely 

compatible with the requirements. 

Anonymisation and pseudonymisation are powerful tools but may be difficult to successfully 

implement in some applications because of the kind of data that may be monitored. Essential data 

items in a well-being and well-working application include many potentially identifying features, 

such as age, gender, weight, health status, etcetera. 

Fine-grained control can be useful for well-being and well-working applications as the number of 

options, especially when a large number of context sources is being used, will be quite high. Fine-

grained control allows for the users of these applications to accurately control their privacy. Fine-

grained control requires Privacy Control Layers for usability reasons. 

Removing policies and a kill switch may be useful for providing the user with a high level of control 

in well-being and well-working applications, but depends largely on how this is implemented. As 

many well-being monitoring applications may depend on the long-term availability of data to 

discover trends, these may not be suitable control tools for some applications. 

A privacy mirror is a potentially very usable tool for increasing user awareness, but this depends 

strongly on how it is implemented. Also, some personal information related to psychological or 

mental well-being may not be in a format that gives much insight in what is actually being shared 

(e.g. detailed sensor information). 

Making suggestions is an approach that can be used to support users in making decisions on their 

privacy “policies”. Although this fits with the well-being and well-working applications that aim at 

supporting the user in similar ways for other ends, it requires a large amount of privacy control 
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settings (particular consents) before becoming usefull. Making suggestions can be then used to 

optimize and to make privacy control more user-friendly. 

!ǎƪΣ ōǳǘ ŘƻƴΩǘ ǘŜƭƭ can be useful for users whose well-being is constantly being monitored as this 

approach allows the user to get of the grid temporarily and thus allows the user to protect his or her 

privacy in a simple way. As medical or life-style advice is based on the observed information applying 

this tool frequently could have an adverse effect. 

5.2.3 Unsuitable  

Some approaches are generally not useful or difficult to implement in the well-being and well-

working domain. We discuss these below. 

Lying about yourself as a privacy approach in a well-being of well-working application environment 

may have very undesirable effects, as the quality of guidance provided by well-being and well-

working applications depend on accurate information. Acting after medical or life-style advice based 

on incorrect information may have detrimental effects. 

k-anonymisation depends on hiding the user’s personal information in a large number of other 

user’s personal information. However, as the well-being and well-working applications depend on 

providing specific users with feedback based on their specific personal information, this is not a 

useful technique for such applications. This is also true for hiding in the crowd, for the same reason. 

Confronting the user with a privacy quiz is intrusive, and therefore useful only in specific 

circumstances, for example for privacy settings that are very important. 

5.2.4 Overview  

The previous discussion is summarized in the following table: 

Preferred Conditional Unsuitable 

Quality of context: data only 

needs to be as precise as the 

application requires. 

Symmetry:  relevant only for 

applications that are sharing 

information with peers. 

Lying about yourself: this 

would pose risks to users. 

Consent: legally and ethically 

required, can be implemented 

using one of the approaches 

mentioned below. 

Anonymisation and 

pseudonymisation: difficult to 

implement due to the kind of 

information used. 

k-anonymisation is not usable 

when users need to be 

provided with feedback based 

on their personal information. 

Grouping attributes, people 

and service providers may 

provide a suitable level of 

control. 

Fine-grained control allows for 

the definition of complex 

policies. 

Hiding in the crowd is not 

usable when users need to be 

provided with feedback based 

on their personal information. 

Privacy control layers allow for 

user-friendly, fine-grained 

control. 

Removing policies and the 

overall switch off may be 

useful, but may interrupt 

monitoring for health trends. 

Privacy quiz is intrusive, but 

may be useful for very 

important settings. 
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Preferred Conditional Unsuitable 

Overview is important for user 

awareness and informed 

consent. 

Privacy mirror may be difficult 

with sensor information that is 

hard to understand. 

 

Notifications can be used to 

maintain user awareness and 

to provide just-in-time control. 

Making suggestions requires a 

large amount of existing 

controls before becoming 

useful. 

 

 Ask, but don’t tell allows users 

to protect their privacy, but 

may have and adverse effect 

when applied to medical 

monitoring. 

 

 

5.3 Context awareness of the privacy approaches  
The transparent nature of applications for well-being and well-working that consume personal 

information to enhance service experience and effectiveness motivates the need for privacy control 

functionality that will be transparent as well and is also able to cope with the high dynamic nature of 

context changes. We call this the context aware adaptive privacy paradigm. This paradigm allows for 

adaptation of the privacy settings depending on a set of relevant information collected from the 

dynamic environment and the preferences and capabilities of the interacting entities, i.e. the 

context. As the environment evolves, the context changes and so should privacy in order to 

dynamically cope with new requirements. We argue that privacy control can and should be made 

non-intrusive, intelligent, and able to adapt to the rapidly changing contexts of the environment. 

Moreover, we believe that more user-friendly and flexible systems can be achieved by adding to the 

privacy control approaches the ability to automatically adapt their settings depending on new 

constraints, i.e., changes in the contextual situation. These constraints are dictated by the user’s 

systems and application environment. Moreover, they are controlled with an initial privacy setting in 

an initial context. This context is continually changing in request to triggers due to dynamic changes 

in the environment and therefore has an impact on the actual level of privacy. The privacy setting 

must then adapt itself to the new context in order to preserve the initial, desired, level of privacy. 

This section describes the ‘context-awarability’ of the various privacy control approaches that we 

have identified. It distinguishes them in approaches that can be made context  aware, cannot be 

made context aware, or are independent of the situational context.  

5.3.1 Approaches that can be made context aware  

Quality of Context (QoC) adaptation can be made context aware, i.e. depending on the context a 

particular QoC granularity is adopted. In most cases the QoC level will depend on the application 

context. Given the huge amount of different applications, determining the right QoC level for each 

one of them is difficult as generic methodologies to accurately determine QoC values are lacking. 
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Moreover, some form of standardisation is required to allow all involved parties to unequivocally 

comprehend what is meant be a specific QoC level. 

Symmetry can be made context aware by making the conditions under which information is shared 

symmetrical instead of the actual sharing. 

In some predefined conditions you may want to lie about your whereabouts or location while in 

others you don’t. The same holds for the !ǎƪ ōǳǘ ŘƻƴΩǘ ǘŜƭƭ approach.  

The ‘K-factor’ in K-anonymisation can be made context-dependent. For certain contexts the K-factor 

can be made small for less privacy but more accuracy, others it can be made large for more privacy 

but less accuracy. The type of application may be an important parameter as well. Similarly, the 

hiding in the crowd approach can be made context aware by making the crowd size context 

dependent.   

Depending on the situational context the user’s identity is obscured by transforming it into a 

anonymous/pseudonymous identifier. E.g. in the office environment the user’s true identity is 

shown towards well-working applications, whereas in a public environment the user’s true identity is 

obscured by some anonymous or pseudonymous identifier.  

The consent question is often perceived as intrusive. Making it context aware can reduce this 

intrusiveness. For example the user should not be bothered with a consent question during a 

teleconference. 

Grouping to a certain extend can be made context aware. For example Google+ allows the user to 

create Circles of people and makes it possible for the user to determine which information should be 

shared with wich Circles. Facebook has a similar solution which they call Lists. Interestingly, 

Facebook allows the use of both blacklists and whitelists to manipulate the sharing of information. 

Other examples of context aware groups are nearby colleagues, peers with similar 

conditions/activities, nearby physicians. It does not make sense to group attributes or service 

providers based on contexts.  

The ability to remove policies is context-sensitive as well. Typically, policies expire automatically in 

time, but also other contexts can be used such as activity or location. 

The presentation of an overview or mirror can be made context dependent: who sees what under 

which contextual condition, under which conditions is consent provided, etc.  

It is easy to take a context dimension into account in quiz questions: Can buddies access your 

context when at home? 

Notifications could be extended to include context information. For example, a notification could be 

generated in case an employer accesses a user’s location information outside of working hours or in 

case a nurse accesses a patient’s medical record without the patient present while this normally the 

case. Notifications could also be made depending on the context as it doesn’t make sense to notify a 

user while asleep. The same holds for making suggestions.  
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5.3.2 Approaches that cannot be made context aware  

The overall switch off or kill switch cannot be made context aware as it requires explicit user 

involvement. The trigger to ask for a switch of or kill can be made context aware (but this is a 

notification and is described above).  

5.3.3 Approaches that are context independent  

The privacy control layers and fine-grained control approaches are context independent. They 

rather facilitate some form of context awareness and be able to control the release of context 

information.  

5.4 Centralized versus decent ralized architectures  
Most of the approaches that were discussed can potentially be implemented both using a 

centralized architecture and using a decentralized architecture. For example, quality of context is 

usually implemented in a distributed manner on consumer devices, but may also be implemented 

using a centralized system. An approach such as symmetry only makes sense when it applies to 

information sharing between customers, but may be implemented both types of architecture. 

However, some approaches depend on the (easy) availability of a (centralized) profile, and an 

overview of how personal information is being shared. This may be implemented using decentralized 

architecture in theory, but is much easier in a centralized architecture. These approaches include 

providing the user with an overview, the privacy mirror and the privacy quiz. Also, allowing the user 

to exercise control through giving consent before sharing information with third parties is generally 

easier to implement in centralized architectures. However, this is also possible in decentralized 

architectures, as the UMA concept shows (see the appendix). 

5.5 Summary  
The following table summarizes the analyses of the previous sections to determine which of the 

described tools and approaches are recommended for well-being and well-working applications. A 

‘+’ in the first column indicates a positive matching to the requirements, while a ‘-‘ indicates a 

negative matching. In thes second column the tools are classified as ‘P’ (Preferred), ‘C’ (Conditional) 

and ‘U’ (Unsuitable). The tools with a ‘+’ third column can be made context-aware, while the ‘N.A.’ 

indicates the concept itself has no context-aware ability. The architectural dependency assessment 

indicates ‘C’ for tools which can be implemented in a centralized architecture and a ‘D’ for tools 

which can be implemented in a decentralized architecture. 
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Policies           

Quality of Context + P + C/D Recommended 

Symmetry - C + C/D  

Lying about yourself - U + C/D  

!ǎƪΣ ōǳǘ ŘƻƴΩǘ ǘŜƭƭ - C + C/D  

K-anonymisation - U + C/D  

Hiding in the crowd - U + C/D  

Anonymisation and pseudonymisation - C + C/D  

Control      

Consent + P + C/D Recommended 

Privacy control layers + P N.A. C/D Recommended 

Fine grained control + C N.A. C/D Recommended 

Grouping + P +/- C/D Recommended 

Overall switch off (a.k.a. kill switch) + C - C/D  

Removing Policies + C + C/D Recommended 

Awareness      

Overview + P + C/D Recommended 

Privacy Mirror + C + C/D Recommended 

Privacy Quiz - U + C/D  

Notifications + P + C/D Recommended 

Making suggestions - C + C/D  
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6  Conclusion  
Users increasingly expect services to become personalised and context aware and become 

disenchanted with services that do not react to their specific needs. To facilitate personalisation, the 

service provider needs to know information about the user, i.e., his location, terminal capabilities, 

etc. Today, each of these service providers implements its own mechanism for that purpose, which 

leads to information redundancy, fragmentation and possible inconsistency. Moreover, the current 

situation forces users to maintain multiple profiles at multiple service providers. This overload of 

personal and possibly privacy-sensitive information floating around the Internet leads to great issues 

of trust. Users should be very careful to prevent unintentional leakage of this information to other 

sources. Fortunately, tools for the user to control the release of privileged information to external 

services become more and more available. 

Based on an analysis of the privacy control process, an inventory of privacy control approaches and a 

mapping of them to privacy control requirements, the application to well-being and well-working 

applications, the manner in which these approaches can be made context-aware and the 

dependency on the architectural design, the following approaches are recommended: 

¶ Consent 

¶ Fine Grained Control using Privacy Control Layers 

¶ Quality of Context 

¶ Grouping (of attributes and people) 

¶ Removing policies 

¶ Overview 

¶ Privacy Mirror 

¶ Notifications. 

The implementation of several of these approaches should be considered for SWELL’s well-being and 

well-working applications.  
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8 Appendix  

8.1 UMA 
The idea behind UMA (User Managed Access) is that users should have a simple, standard way to 

control access to their online data or resources (files, photos, calendar, contacts, etc.) that doesn’t 

depend on a single service provider (e.g., a large social network). Rather there should be a user-

managed access protocol that works interoperably across different service providers, much the 

same way Web servers or email servers work interoperably across a user’s choice of different service 

providers 

UMA builds on top of the IETF OAuth 2.0 standard, and adds the critical pieces needed for a user to 

set up and configure an online Authorization Manager (AM). An AM is a service that acts on behalf of 

a user to control access to the user’s resources stored anywhere on the Web. 

 

Figure 20 : UMA architecture.  

An authorizing user arranges to externalize resource protection from their chosen set of resource 

hosts (policy enforcement points) to an authorization manager or AM (policy decision and 

administration point), configuring the latter with policies that control how it makes decisions about 

delegation of access authorization when a requester attempts to access a protected resource. The 

requesting party “behind” the service running the requester endpoint may be the same person as 

the authorizing user, a different person, or a legal entity (such as a corporation). 

For SWELL user-controlled access to any personal data or resource that has value, including a user’s 

context, is required. UMA is a tool for providing that control. 

For example, web user Alice (authorizing user) might authorize an online service (requester) to gain 

one-time or ongoing access to a set of personal data including her DirectLife Activity Monitor output 

data stored at a personal data service (host), having already instructed the host to check with her 

authorization decision-making service (AM) whenever requesters come calling. The requesting party 

might be a health service provider that advices Alice in recuperating from her cancer treatment.  


